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Motivation

▪ Global retail ecommerce sales will reach about $4 trillion in 2020, accounting for 14.6% of total retail 

spending worldwide [1] 

▪ 20% of purchase failures are potentially a result of missing or unclear product information [2]

▪ Detailed product information = improved customer experience and company profit
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Motivation
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Research Questions

© sebisFinal Presentation Master Thesis – Aamna Najmi 7

1

2

3

Could Multi-task Learning (MTL) and Transfer Learning (TL) perform better than Single Task 

Learning (STL) on the Amazon Product Catalog dataset?

What architecture choices and hyperparameters shall we use in both Multi-task and Transfer 

Learning to obtain good performance?

Can Transfer Learning and Multi-task Learning be useful in the e-commerce domain to

enhance user-experience?
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Approach

Single Task Learning

© sebisFinal Presentation Master Thesis – Aamna Najmi 10

• Each task is trained independently

• Model is trained in isolation and is task 

specific

• Network approximates a function for 

output of a single task only

• Same model cannot be good in 

generalizing for other tasks

Image courtesy: Multi-Task Learning: Theory, Algorithms, and Applications 

SDM 2012
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Approach

Transfer Learning
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• Domain adaptation technique

• Source and target domain have different 

datasets and the tasks may or may not be 

same [3]

• Pre-trained networks trained on a large 

dataset like Imagenet [4]

• Source dataset generally much larger in size

• Overcome issues like class imbalance 

problem and shortage of data



Approach

Multi-task Learning
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• Domain adaptation technique 

• Promotes generalization over multiple 

tasks [5]

• Tasks trained in parallel

• Optimizes more than one loss function

• Form of inductive transfer 

• Can be of two variants: Soft parameter or 

Hard parameter sharing [6]

Image courtesy: Multi-Task Learning: Theory, Algorithms, and Applications 

SDM 2012
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Implementation

Dataset Overview

▪ Source: Scraped data from five regional Amazon websites (UK, DE, FR for text based and UK, DE, IT for 

image based)

▪ Records: ~200k from each website

▪ Attributes: Product ID, Product Title, Product Description, Color, Category, Brand, Target Gender, Product 

Summary, Product Specifications, Product Image

▪ Samples

• Nike Slam Women's Dri-Fit Tennis Skirt - Black-XL: Amazon.co.uk: Clothing. 

• Aerolite Leichtgewicht 4 Rollen Trolley Koffer Kofferset Gepäck-Set Reisekoffer Rollkoffer Gepäck, 3 teilig, 

Schwarz/Grau: Amazon.de: Koffer, Rucksäcke & Taschen.

• Diesel pour Homme Waykee L.32 Pantalon - Noir - 32 W/34 L: Amazon.fr: Vetements et accessoires.
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Implementation

Image based models

▪ State of the art Convolutional Neural Network (CNN)

called Inception Resnet V2 [7]

▪ The network model has outperformed previous state of the 

art architectures on the Imagenet dataset challenge that

involves image classification task.

▪ Use the architecture with variations in neural blocks and training 

schemes for our tasks.
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Implementation

Image based models

Single Task Learning

▪ Trained Inception Resnet Model V2 from scratch

▪ Integrated the image dataset for each of the 12 tasks 

with the model independently

▪ Cross Entropy as the Loss function

▪ Stochastic Gradient Descent with momentum as optimizer
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Implementation

Image based models

Transfer Learning- Strategy I

▪ Used pretrained version of the Inception Resnet V2 Model 

▪ Model trained on the Imagenet benchmark dataset

▪ This strategy involves freezing the pretrained layers and adding an 

additional output layer at the end

▪ Only the Output layer is retrained

▪ Cross Entropy as the Loss function

▪ Stochastic Gradient Descent with momentum as optimizer
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Implementation

Image based models

Transfer Learning- Strategy II

▪ Used pretrained version of the Inception Resnet V2 Model

▪ Model trained on the Imagenet benchmark dataset

▪ This strategy involves involves initializing the network with

the pretrained weights adding an additional output layer

▪ The entire network alongwith the Output layer is retrained

▪ Cross Entropy as the Loss function

▪ Stochastic Gradient Descent with momentum as optimizer
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Implementation

Text based models

▪ State-the-art sequence to sequence model

called Transformer

▪ Uses an attention mechanism that works well

with text related tasks [8]

▪ Consists of encoder and decoder unit with

attention mechanisms [9]

▪ Each layer of encoder and decoder consists of a

feed forward layer

▪ The transformer model is implemented and trained 

using the Tensor2Tensor (T2T) library
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Implementation

Text based models

Single Task Learning

▪ Used the Transformer model

▪ Trained a separate model for every text based

task

▪ 12 independent models for 12 tasks

▪ Implemented single task training using T2T
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Implementation

Text based models

Transfer Learning

▪ Context aware network called BERT (Bidirectional

Encoder Representations from Transformers)  [10]

▪ The model is pretrained on a language modeling

task using the Wikipedia corpus in French, German

and English

▪ Used the base version of BERT which consists of 

12 layers, 12 self attention heads and a hidden size 

of 768 [11]

▪ The pretrained model weights are frozen and only the

last layer for classification is used get the class scores
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Implementation

Text based models

Multi-task Learning

▪ Trained all the 12 tasks across languages and task

families concurrently using the Transformer

▪ Additional Language Model (LM) task based on 

Wikipedia corpus consisting of English, French, Romanian

and German tokens.

▪ The 12 text based tasks are appended after the LM task

▪ All the tasks use the LM vocabulary to generate and integrate

the data using T2T

▪ Multiple loss functions optimized concurrently
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Evaluation

Experimental Setup
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• Hardware

• Software

Machine

Name DGX-1

GPUs 8x Tesla V100

Core 41k

Memory 8x 16GB



Evaluation

Experimental Setup (contd.)

© sebisFinal Presentation Master Thesis – Aamna Najmi 25

• Hyperparameters

Text based

Single Task Transfer Learning Multi-task Learning

Model Transformer BERT Transformer

Hidden size 512 768 1024

Filter size 2048 3072 8192

Batch Size 4096 32 1024

Optimizer Adam Adam Adam

Maximum sequence length 300 300 512

GPUs used 1 1 8

Single Task Transfer Learning: Strategy I Transfer Learning: Strategy II

Model Inception-Resnet-V2 Inception-Resnet-V2 Inception-Resnet-V2

Fine tuning No Last Layer only Whole Network

Pre-trained No Yes Yes

Batch size 196 1024 196

Optimizer Adam Adam Adam

GPUs used 7 1 7

Image based 



Evaluation- Single Task Training
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Evaluation- Transfer Learning
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Evaluation- Transfer Learning
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Evaluation- Multi-task Learning
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Evaluation- Across Task Approaches
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Evaluation- Across Task Approaches
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Evaluation

Across Task Languages
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Evaluation- Across Task Families
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Evaluation- Across Task Families
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Evaluation- Across Task Modalities
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Evaluation- Survey
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Evaluation- Survey
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Evaluation- Survey
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Evaluation- Survey
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Evaluation- Survey
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Evaluation- Survey
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Evaluation- Survey
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Would you buy a product if the colour of the product is

missing from the text description?

Would you buy a product if the brand of the product is missing

from the text description?

Yes 26.92%

No 73.08%

Yes 18.99%

No 81.01%



Evaluation- Survey
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Would you buy a product if the category of the product is

missing from the text description?

When buying a product would you prefer having the target gender

the product is for mentioned in the description?

Yes 48.72%
No 51.28%

Yes 83.54%

No 16.46%
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Research Questions
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1

2

3

Could Multi-task learning and Transfer Learning perform better than Single task

learning on the Amazon Product Catalog dataset?

What architecture choices and hyperparameters shall we use in both Muli-task and 

Transfer learning to obtain good performance?

Can Transfer Learning and Multi-task learning be useful in the e-commerce domain

to enhance user-experience?



Questions?
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Appendix
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Appendix

▪ Sample:

© sebisFinal Presentation Master Thesis – Aamna Najmi 48



Implementation-Dataset Statistics
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Implementation-Dataset Statistics
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Implementation-Dataset Statistics
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Implementation-Dataset Statistics
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Implementation-Dataset Statistics
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Transformer Model
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Evaluation- Discussion
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Evaluation- Discussion
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